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ABSTRACT

In today’s socio-technical constellations, our daily online and offline lives are 
increasingly governed by what can be termed algorithmic governmentality. 
Understood as the governing of the social based on the algorithmic processing 
of big data, algorithmic governmentality significantly limits human agency 
and individuals’ abilities to control data inputs and algorithmic outputs. An an-
tidote and a solution to governance of this kind require assembling conditions 
for enabling digital sovereignty. Seen as a counter-conduct to governmentality, 
sovereignty concerns agency, control, autonomy, authority, self-reflection, and 
self-determination. Foregrounded on empirical research that relates specifical-
ly to platform algorithms, this article discusses the requirements for the digital 
sovereignty of individuals and the socio-technical conditions that should en-
able that sovereignty. By introducing and conceptualizing the notion of agen-
cy affordances, the article provides several illustrative examples of how this 
sovereignty can be inscribed through the technical and unfold via the societal. 
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1 Introduction 

The car’s on fire and there’s no driver at the wheel […] 
We’re trapped in the belly of this horrible machine  
(Godspeed You! Black Emperor, 1997)

Almost globally, social lives of individuals are increasingly governed by algo-
rithmic and automated decision-making (ADM) systems. These systems are 
becoming an inseparable component of our online and offline lives, rendering 
them a significant actor in shaping socio-processes and dynamics. As indicated 
by Beer (2017), algorithms participate in a kind of social ordering of the world, 
having a “constitutive or performative role in ordering that world on our be-
half” (p. 4). This can be understood as an agentic power that affects and shapes 
our communication, social interactions, choices, opportunities, and life chances. 

This power to steer behavior, outcomes, and opportunities based on operations 
of datafication, classifications, ranking, sorting, and predicting leads to what 
is defined as algorithmic governmentality (Bellanova, 2017; Rouvroy, 2011, 
2013; Rouvroy, 2020; Rouvroy et al., 2013; Rouvroy & Berns, 2010; Rouvroy 
& Stiegler, 2016) or algorithmic governance (Introna, 2016; Katzenbach & 
Ulbricht, 2019; Latzer & Just, 2017; Latzer & Festic, 2019). Building on the 
notion of governmentality introduced by Foucault (1991) and further devel-
oped by Rouvroy and Berns (2010), algorithmic governmentality implies 
“government of the social world that is based on the algorithmic processing of 
big data sets rather than on politics, law, and social norms” (Rouvroy, 2020, 
para 3). As such, it is a form of (co-) governance that affects the autonomy 
and agency of individuals, creating power imbalances between them and the 
opaque systems guiding their lives.

Based on empirical research that relates specifically to platform algorithms, 
this article discusses the notions and conditions of algorithmic governmentality, 
which correspond to how things are in terms of limitations on human agency 
and limits to the ability to control data inputs and algorithmic outputs. In this, 
we oppose the notion of data and algorithmic sovereignty as a counter-conduct 
(Foucault, 1991) to algorithmic governmentality, which corresponds to how 
things ought to be – the ability of individuals to exercise and impose agency, 
autonomy, and self-determination over algorithmic systems. Finally, we intro-
duce and conceptually operationalize the notion of agency affordances as a tool 
for algorithmic sovereignty. This should respond to queries regarding how to be 
algorithmically sovereign and how to extend the possible fields of action. 
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We approach this by proposing particular solutions and mechanisms, estab-
lishing formulations informed by an empirical study and existing theoretical 
conceptualizations. The empirical research comprises a carefully designed 
study that sees 47 participants – with the guidance and support of the research-
ers – request their data from one of eight platforms (Facebook, Google, Insta-
gram, Twitter, Spotify, Netflix, Tinder, or TikTok). To solicit participants’ re-
quirements for agency when interacting with these platform algorithms, based 
on lived experiences and not in an abstract way, we developed and employed 
a number of innovative methods and tools. We repurposed the General Data 
Protection Regulation’s  (GDPR) Right of Access (Article 15) to enable par-
ticipants to access their data, and we used the tool of diary keeping to collect 
data and capture insights. 

In the following chapters, we discuss different notions of algorithmic gov-
ernmentality before elaborating on the methodology and empirical results. 
Subsequently, we introduce and discuss the notions of data and algorithmic 
sovereignty that emerge from our empirical research. Finally, we introduce 
and conceptually define the notion of agency affordances, finishing with some 
concluding remarks.

1.1 Algorithmic Governmentality

In an increasingly algorithm-mediated world, many of the everyday practices 
of individuals are becoming influenced and guided by algorithmic outputs and 
the decisions made by (machine-learning) algorithms. Ranging from simple 
content recommendations on social media platforms to decisions concerning 
medical procedures, insurance policies, and predictive policing, regardless of 
whether the targets are aware or not, algorithmic workings influence our lives 
in significant ways (Eubanks, 2018; O’Neil, 2016; McQuillan, 2022). 

In a February 1978 lecture later published as Governmentality (1991), Fou-
cault defined governmentality as the “conduct of conducts”, a “form of activ-
ity aiming to shape, guide or affect the conduct of some person or persons” 
(Gordon, 1991, p. 2). This mode of government of “men and things” (Fou-
cault, 1991, p. 94), relies on certain techniques (or technologies) of power, on 
a series of specific apparatuses, and on power / knowledge and savoir (ibid., p. 
103) “designed to observe, monitor, shape and control the behavior of individ-
uals” (Gordon, 1991, p. 2).
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According to Foucault (1982), governmentality aims at directing the conduct 
of individuals and groups, “structure[ing] the possible field of action of others” 
(p. 791, emphasis ours) by acting on either or both their actions and the pos-
sibilities of action. Foucault considers this “mode of action upon the actions 
of others” (ibid., p.791) an exercise of power. As a complex form of power, 
governmentality necessitates the assemblage of institutions, procedures, cal-
culations, mechanisms, and tactics of governing in order to steer the conduct 
of populations and individuals. It is based principally on knowledge (about the 
governed subjects) and executed via a principal means of various apparatuses 
(Foucault, 1991, p. 102). 

In a series of texts, Antoinette Rouvroy adopts these lenses and introduces 
the notion of algorithmic governmentality (Rouvroy, 2011, 2013; Rouvroy, 
2020; Rouvroy et al., 2013; Rouvroy & Berns, 2010; Rouvroy & Poullet, 
2009; Rouvroy & Stiegler, 2016). Algorithmic governmentality is a regime of 
power (Rouvroy et al., 2013) that can be defined broadly as “a certain type of 
(a)normative or (a)political rationality founded on the automated collection,
aggregation and analysis of big data so as to model, anticipate and pre-emp-
tively affect possible behaviors.” (ibid., p. 10). Resembling Foucault’s con-
ceptualization, two interrelated processes are operating here: the production of
knowledge and the exercise of power.

The production of knowledge relies on the process of datafication (van Dijck, 
2014), which sees social action transformed into quantified data based on 
real-time tracking and dataveillance. This knowledge production process is 
itself called data behaviorism. It relies on data mining and the processing of 
data based on statistical operations and algorithmic logic in order to produce 
probabilistic knowledge. The primary aim of this process is to build profiles of 
individuals, find patterns in their behavior and predict future preferences, at-
titudes, and behaviors based on those profiles. These are later taken as a basis 
for directing their actions or  to conduct their conduct (Rouvroy, 2013). This 
knowledge is formed by pure reliance on quantified and stripped-of-context 
data with no input from the individuals themselves. 

However, compared to established knowledge production systems, statistical 
interpretation of data takes precedence here, with data becoming equivalent 
to information and knowledge (Rouvroy, 2013, p. 4). In algorithmic knowl-
edge production, a-significant data points (Rouvroy & Stiegler, 2016) – mere 
signals, stripped of meaning and significance in and of themselves – “function 
as signs in relation to what they represent” (ibid., p. 8). Hildebrandt (2022) 
refers to this as “proxy,” where the data points are (mistakenly) understood as 
a proxy for what they supposedly represent, even if “data is not the same as 
what it represents, simulates, traces or signals” (p. 3). 
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Another characteristic of this form of knowledge production is that this 
knowledge is believed to be readily available in the world, if only enough data 
could be found and processed. According to Rouvroy (Rouvroy & Stiegler, 
2016), this is not produced knowledge in the traditional sense, knowledge 
about the world, but readily available knowledge, waiting to be discovered in 
the world. Following Amoore’s (2020) description of algorithms as “aperture 
instruments” (p. 15), this knowledge is based on selection and the flattening 
out of the richness of phenomena: instead of totality, just a few aspects are 
chosen. This prompts a preference for a single interpretation over the many 
existing other interpretations, which means losing tacit knowledge (Hildeb-
randt, 2022, p. 8).

This knowledge about governed subjects means that power is exercised 
through a complex system of procedures, mechanisms, tools, and (knowledge) 
apparatuses. However, compared to traditional modes of governmentality, 
there are several differences. First, in terms of how this power is exercised, 
this is no longer power that uses the physical body or the moral conscience as 
a vessel (Rouvroy et al., 2013, p. XI). Instead, it operates through the digital 
profiles assigned to individuals. Second, in terms of who is exercising that 
power, it is not the state through its institutions, practices, and actors; instead, 
power is exercised through calculative devices such as algorithmic systems 
(Introna, 2016, p. 30). Next is the question of how it is affecting individuals. 
For Rouvroy and Berns (2010), by aiming to structure the possible and lim-
iting the field of action, algorithmic governmentality tries to eradicate the 
virtual. Because the goal is to minimize uncertainties (of behaviors, actions, 
outcomes), it aims to restrict possibilities and potentialities. 

This aspect is especially important because it concerns the aim and the target 
of algorithmic governmentality. The aim of algorithmic governmentality is to 
prevent the actualization of certain potentialities (Rouvroy & Berns, 2010) and 
to decrease radical uncertainty by affecting potentialities contained within in-
dividuals, thus producing probabilistic subjects (Rouvroy, 2013, p. 8). Howev-
er, this probabilistic subject is not the same as the actual, “experiential, present 
and sentient subject” (ibid., p.8), and the producing of probabilistic subjects 
involves “narrowing the ‘aspirational self’” (Reviglio & Agosti, 2020, p. 2) 
of individuals. In its search for objectivity, security, and certainty (Rouvroy & 
Stiegler, 2016, p. 12), algorithmic governmentality targets the inactual: that 
which does not exist or has not happened yet but which is possible and virtual. 
As such, it touches upon the “unrealized part of the future, the actualization of 
the virtual” (Rouvroy & Stiegler, 2016, p. 10). It is particularly this contingen-
cy, the conditional mode of what individuals could do, that defines agency as 
such (Rouvroy, 2013) and is being specifically targeted by algorithmic govern-
mentality. By focusing on prediction and pre-emption (ibid.), algorithmic gov-
ernmentality affects the agency, autonomy, authenticity, self-determination, 
and self-governance of individuals and, with it, their subjectivity, the ability to 
account for oneself. 
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How the domain of subjectivity is affected by algorithmic governmentality is 
an outcome of the very nature of this mode of governance. The specific type 
of algorithmic knowledge is hidden, non-accessible, and non-understandable 
to individuals, precluding them from being able to know and understand how 
it affects them, effectively eradicating their possibility for self-reflection. This 
self-reflection is a prerequisite for individual subjectivity. The mode of pro-
duction of this knowledge, which relies on data behavioralism and takes as an 
input the “infra-individual data [that] are meaningless on their own” (Rouvroy 
et al., 2013, p. X), produces “supra-individual models of behaviors or profiles” 
(ibid.) as output. As such, an algorithmic mode of government produces no 
subjectification, “circumvent[ing] and avoid[ing] reflexive human subjects” 
(Rouvroy et al., 2013, p. X). 

Within this specific mode of knowledge production individuals are subject-
ed to the process of objectification, their lived experiences first made visible 
and knowable and then transformed into an object of knowledge (Weiskopf & 
Hansen, 2022, p. 7). Undergoing this process of subjectivation, understood as 
the circumvention of reflexivity and self-formation, individuals respond to and 
potentially internalize prescribed modes of behavior. With this, they transform 
their relationship with themselves, potentially complying “with what they think 
and anticipate algorithms or the designers of algorithms are expecting” (Weis-
kopf & Hansen, 2022, p. 12). This undermines the possibility of individuals giv-
ing an account of themselves or “describ[ing] what they are or what they could 
become” (Rouvroy et al., 2013, p. X). Therefore, to author themselves or to have 
an authority to “give account of one’s actions meanings” (Rouvroy, 2013, p. 7).

This is not to say that algorithmic systems have absolute power over individuals. 
As Foucault (1982) states, “power is exercised only over free subjects, and only 
insofar as they are free” (p. 791), meaning that there are fields of possibilities 
for behaviors and actions. However, as Gordon (1991) emphasizes, if we under-
stand power to be defined as actions on other’s actions, “it presupposes rather 
than annuls their capacity as agents; it acts upon, and through, an open set of 
practical and ethical possibilities” (p. 5). As reflexive subjects, individuals can 
(continue to) engage in problematizing, disagreeing, questioning, or disobedi-
ence (Weiskopf & Hansen, 2022). Although limited, there remain possibilities 
for refusal, resistance, and repair, spaces for expanding the fields of action. 
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1.2 Human Agency

In such a constellation, it is worth questioning the position of individuals in re-
lation to their agency. When interacting with or being subjected to the outputs 
of algorithmic systems, individuals have limited ability to control data flows, 
to influence algorithmic outputs and act with autonomy, self-reflection, self-di-
rectedness, and to self-govern themselves. They have “as-if” or “pseudo” 
agency. Using the definition provided by Couldry (2014) as a starting point, 
we understand agency as 

not brute acts (of clicking on this button, pressing ‘like’ to this post) but 
(following Weber) the longer processes of action based on reflection, giv-
ing an account of what one has done, even more basically, making sense 
of the world so as to act within it. (p. 891). 

Building our theoretical lens on this and other conceptualizations (Neff & 
Nagy, 2016; Neff et al., 2012; Nagy & Neff, 2015; Couldry, 2014; Erofeeva, 
2019; Feenberg, 2011; Hildebrandt & O’Hara, 2020; Kennedy et al., 2015; 
Lorusso, 2021; Milan, 2018), we elaborate on several elements related to 
agency: (1) an ability to act, (2) agency as power, (3) agency as relational, and 
(4) agency as contextual.

First, agency implies an ability to act. It is an intentional and reflexive practice 
(Milan, 2018) that enables individuals to reflect on (the technology, their acts, 
their wishes, their experience, the social world in general) and to act reflec-
tively, with the aim of both adapting to their surroundings and socio-technical 
contexts (Neff and Nagy, 2016, p. 4916) and impacting them. As such, agency 
requires the capacity for action, for making choices, and, thus, for breaking 
automatisms (Lorusso, 2021) when interacting with technological systems. 

Second, agency can be understood both as power and as emanating from and 
immanently implying power relations – as a “capacity, condition, or state of 
acting or of exerting power” (Lorusso, 2021, para. 3). In a world where we are 
subjugated to algorithmic power – or as Couldry (20014) would say, where “all 
agency has now been subsumed by ‘algorithmic power’” (p. 891), the agency to 
exert one’s own will, to self-govern oneself, should be also seen “in relation to 
the possibilities for resistance from the margins of power” (Baez, 2002, p. 36). 

In that sense, agency is always relational and co-constituted. In our inter-
actions with complex technological systems, there is always a “clash of 
agencies at play” (Lorusso, 2021, para. 5), and technology and automated 
decision-making systems significantly contribute to the constitution of human 
agency (Neff & Nagy, 2016). Agency is not immanently human or technical 
but is “granted” to a heterogeneity of actors (Bucher, 2018) and emerges in the 
relationship between them, always in particular circumstances and conditions.
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Finally, as such, agency is contextual, particular, and dialogic (Neff & Nagy, 
2016, p. 4,925). It is not static, universal, or generalizable, but “it is the abil-
ity of social actors to variably engage with and react to the context in which 
they are embedded that empowers them to change their relation to structure” 
(Milan, 2018, p. 512). Following Bucher (2018), we might say that agency (of 
humans and non-humans) emerges from the forces at play within a particular 
socio-technical assemblage, with each actor’s capacity to act differing depend-
ing on the assemblage’s configuration.

2 Methodology

Because of the opaqueness of algorithmic systems, which stems from their 
complex technical nature, the intentional policies of the companies building 
and employing them, and the wide network of datafication and data actors, it 
is exceptionally difficult for individuals to understand how they are entangled 
in the seemingly ubiquitous datafication and algorithmic infrastructures. This 
complexity is amplified by the fact that many individuals do not fully know 
what is happening behind the scenes, and they might lack knowledge about 
the datafication and curatorial mechanisms (Eslami et al., 2015) or subscribe 
to various imaginaries about these systems (Bucher, 2017). When soliciting 
opinions concerning individuals’ needs for increasing their agency in relation 
to algorithmic systems, these significant methodological challenges introduce 
potential risks that may distort empirical results. 

These risks include the risk that our participants will state their needs based 
only on abstractions or lack of understanding and the risk that a lack of insight 
into and knowledge of the modus operandi of the platform algorithms will 
lead to them stating needs based on incorrect assumptions. Even when indi-
viduals do have some comprehension, the limited understanding of concepts 
entails the risk that they cannot fully grasp the algorithmic mechanics. Addi-
tionally, some individuals do not have access to knowledge or cannot afford 
the considerable time and resources needed to embark on a knowledge-form-
ing journey. Information-accessing and knowledge-seeking are time- and 
resource-demanding and often require a particular initial set of expertise and 
skills. In that sense, it can be understood as a privilege. Furthermore, this 
access to possibilities for knowledge production depends on the place of res-
idence and the applicable regulation – e.g., non-EU individuals cannot enjoy 
the benefits of the General Data Protection Regulation that already enables 
some kind of agency in relation to algorithmic systems. 
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To mitigate this challenge, we designed a methodological setup where our par-
ticipants will encounter the underlying datafication and algorithmic infrastruc-
ture first-hand. Instead of acquiring insights in an abstract way, we designed 
our study to allow and encourage a purposeful encounter and interaction with 
the underlying algorithmic infrastructure of each particular platform. The 
tools and methods were intentionally chosen to enable participants to reflect 
on the process and formulate and elaborate their insights, thoughts, needs, and 
requirements based on their experience and interactions. We made particular 
arrangements to provide guided support throughout the study.

The study design takes the form of multi-stage participatory research with 47 
participants during a three-month period in 2020. The stages included com-
pleting a survey, filing a Subject Access Request (SAR) (according to Article 
15) (European Commission, 2016), and purposeful interacting with the trans-
parency tools made available by the platforms, which allow users to access
information about themselves and their data (e.g., inferences, advertisements
delivered, location data collected). A structured diary template comprising
15 questions was provided to participants with the aim of both recording
their interactions (and also their thoughts) and enabling a reflexive process of
understanding and producing knowledge about and around those interactions.
Each diary follows the process of “getting to know” the algorithmic system
of the platform chosen by the participant and interacting with the system to
detect what it is that they have been given access to and what knowledge they
are “afforded” and how. As such, the diary facilitated critical knowledge and
reflexivity about both the algorithmic systems and oneself, insights that would
not be otherwise accessible (Fisher, 2020).

Figure 1:Overview of the Methodological Design and Study Outputs
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The first-hand experience prompted reflection about the power relations be-
tween the participants and the platforms, which tacitly included their abilities 
to act or not act and to have agency – to self-govern themselves and have con-
trol over their self-representation. This led them to become aware of what they 
needed. Following Tkacz et al. (2021), we also view our (algorithmic) diaries 
as both a process and a product: a process of discovery, reflection, and ulti-
mately, growth. Furthermore, as a product, each diary is one totality in itself 
that enables us, the researchers, to approach it as a study object to be analyzed 
and used for insights.

The study participants were all international students in an English-taught 
master’s program taking a course at the university where the authors work. 
This meant that it was the first time that many of the students had the oppor-
tunity to exercise their data protection rights because they had come from 
non-EU countries where there is no data protection regulation, and the General 
Data Protection Regulation does not apply. An unpublished report from our 
survey shows that 77 % of our participants had never submitted a SAR before. 
However, because this course concerned questions of data, privacy, and digital 
(communication) technologies, it is to be presumed that most already had 
some interest in and maybe even pre-existing knowledge of the topic.

Due to the possibility of de-identifying individuals, no demographic data was 
requested. We contend that the need to minimize the risk of potential re-iden-
tification of the participants outweighs the potential benefits of collecting 
demographic data. Additionally, for the insights we sought, demographic data 
was of no significance. To secure pseudonymization, the participants were 
provided with a unique code, and the documents we received were labeled 
with this code. 

Regarding the choice of platforms, we instructed participants to choose be-
tween one of eight platforms: either Facebook, Google, Instagram, Twitter, 
Spotify, Netflix, Tinder, or TikTok. The first of several reasons for this is ob-
vious: Because these are the biggest platforms, we expected each participant 
to have an account with at least one of them and probably to have maintained 
that account for a substantial period. One criterion for choosing a platform 
was for the participants to already have an account, ensuring that profiling 
and data collection had already been taking place for some time. The second 
reason concerns regulation compliance: We expected these platforms to be the 
most compliant with Article 15 and to have well-established procedures and 
accessible transparency tools. Finally, we pre-tested the SAR and transparency 
processes of all these platforms to be able to offer guidance and support to our 
participants during the course of the study where necessary. 
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At the end of the process, the participants provided 1) a list of all the infer-
ences assigned to them by the platform of their choice, 2) a list of their re-
quirements for a) agency and b) trust, 3) a drawing of their real identity (based 
on their own understanding of themselves) and their algorithmic identity 
(based on their “reading” of the inferences of their platform), and 4) their 
completed diary. 

3 Results

3.1 Against Governmentality – 
Sovereignty as a Mode of Counter-Conduct

Taken in their entirety, the diaries enable us to observe not only how this 
algorithmic governmentality operates in terms of its mechanisms, practices, 
actors, and knowledge but also how it was experienced by our participants. It 
also enabled us to see the performative outcomes of these governing practices 
(Introna, 2016,) and how the conduct of  conduct (Foucault, 1991) unfolded 
and limited the possible fields of action of our participants (Foucault, 1982). 
Our participants reported feelings of having no control over their data or the 
algorithmic outputs, no ability to disagree or refuse, no autonomy over their 
own (algorithmic) identity, no venue for exercising authenticity, and no outlet 
for self-determination.

However, we could also identify a counterpoint. Specifically investigating par-
ticipants’ requirements for agency enabled identification of possible modes of 
counter-conduct against this algorithmic governmentality. After recording all 
the participant entries under “requests for agency” in the diary, a total of 159 
requirements were coded using the framework for thematic analysis (Braun 
& Clarke, 2006). Our analysis shows that agency requires that three precondi-
tions be met: the ability to see, the ability to understand, and the ability to act 
(see Figure 2). 



ALGORITHMIC GOVERNMENTALITY, DIGITAL SOVEREIGNTY, AND AGENCY AFFORDANCES \ 1203

Figure 2: Coded Requests for Agency

The ability to act constitutes what we call digital sovereignty, which takes the 
distinct but interrelated forms of data sovereignty and algorithmic sovereignty. 
Meanwhile, digital sovereignty is inextricably linked to the ability to see and 
the ability to understand. Here, we see what Foucault calls power/knowledge: 
To be able to govern (oneself), to be a sovereign (of oneself), one needs to 
possess knowledge, and to possess the knowledge, one needs to first have 
access to information for knowledge-making. 

Before we more closely consider these two distinct forms of sovereignty 
requested and their relationship with knowledge-making, it is worth brief-
ly discussing the use of the notion of sovereignty here. For Pohle and Thiel 
(2020), digital sovereignty emerges as a separate category of sovereignty that 
emphasizes the autonomy of the user and the individual’s self-determination 
in relation to digital systems and technologies (p. 59). No longer exclusive-
ly understood in relation to nation-states, sovereignty is conceived of as the 
ability of individuals “to take actions and decisions in a conscious, deliberate 
and independent manner” (ibid.). Distancing the concept from the original 
characteristics of the sovereign as having authority over a territory (Couture & 
Toupin, 2019, p. 2,318) but continuing to build on it, Roio (2018) claims that 
the digital dimension does, in fact, constitute a territory, but a territory of gov-
erning the individual. This refers not to governance over the physical bodies 
of individuals but to governance over the algorithmically produced inferences 
about them (see also Rouvroy & Berns, 2013). However, this governing of the 
digital spills into the territory of the real because it affects and often influences 
the prospects and lives of real individuals (see Eubanks, 2018). 
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Figure 3: Requests According to Frequency and Type of Sovereignty

As the responses make evident, this request for sovereignty is understood as 
an ability to act, which refers to first making an autonomous and authentic 
decision and then, consequently, acting upon it. It pertains to very tangible re-
quests related to both the data and the algorithmic outputs. Being very partic-
ular, we categorize these requests into the two distinct but interrelated cate-
gories of data sovereignty and algorithmic sovereignty. Digital sovereignty is 
tightly related to the elements of control, autonomy, authority, self-reflection, 
and self-determination. Being able to act and make decisions autonomously 
should enable not only self-directedness but also the ability to realize and per-
form one’s own subjectivity and identity, in short, to act agentially. 

Data Sovereignty 
Abilities to act in relation to data concern data during all phases of the data 
cycle: data design, data capture, data processing, and data usage (see Figure 
3). The most frequent request is to be able to delete data. This ranges from the 
deletion of the data held by a particular actor / digital platform to the deletion 
of the inferences made based on that primary data. This extends to data held 
by third parties. This request is related, and closely followed by frequency, to 
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the request to insert / change data inputs, which points to the need to be able to 
make an autonomous decision that will correspond to the wishes of the indi-
vidual regarding what data is collected and how to correct it if, for example, 
it is deemed sensitive or incorrect. All these requests relate to the ability to 
control the data collection, the actors collecting the data, the purposes of use, 
the use of the data itself, and the data life cycle. 

This demonstrates that many participants relate their ability to act to being 
able to control both the data provenance – what data is collected, how, and 
by whom – and the data cycle – how the data is shared, with whom, what it is 
used for, and how. This extends to the ability to change, modify, delete, and 
opt-out. Hummel et al. (2018, also 2021) define data sovereignty as having 
and exercising meaningful control – including via ownership of data and data 
infrastructures – to “govern informational resources” (p. 10). Building on this, 
we see that our participants framed data sovereignty as autonomy through 
authority, authenticity, and self-reflection. This autonomy represents an abil-
ity to act intentionally by articulating one’s wishes and doing as one pleases 
without external inferences (Hummel et al., 2021), which means being able to 
challenge, oppose, and reject.

Algorithmic Sovereignty
The requests that we categorized under algorithmic sovereignty concern the 
outputs of the algorithmic processing of the data from and about the indi-
viduals (Figure 3). This type of sovereignty envisions having power over 
algorithms and their outputs that govern not only individual’s digital profiles 
but also (often) offline lives. As such, it describes an ability to claim author-
ity over these outputs and the process of subjectification, an antidote to the 
algorithmic  steering of life chances, the algorithmic conduct of conducts. This 
resembles the notion of algorithmic sovereignty as defined by Reviglio and 
Agosti (2020) as well as Roio (2018): an ability and possibility of individu-
als to have meaningful control over the workings and outputs of algorithmic 
systems, to be able to impose their autonomy and wishes, and to achieve au-
thenticity leading to self-directedness. Understood as such, it relates to several 
important dimensions of sovereignty: control, power, and authenticity.

Regarding the element of authenticity, as the analysis demonstrates, the most 
prominent requests concern the abilities of individuals to indicate preferences 
themselves. In essence, this refers to a request to be able to self-author oneself, 
to give an account of oneself, or, as mentioned, to describe “what they are or 
what they could become” (Rouvroy et al., 2013, p. X). This grants individuals 
the authority to define themselves and the ability to impose their own way of 
seeing themselves and their authenticity, which stands in opposition to what 
systems assign to them as their interests, wishes, and needs. Such an authority 
will eradicate the limitations on the possibilities for action imposed by algo-
rithmic reasoning and enable the potential actualization of virtualities. 
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This request is followed by – and relates to – the ability to change the already 
algorithmically constructed inferences. Being able to change something that is 
seen as incorrect or sensitive, as no longer applicable or representative of the 
individual, or simply as not aligning with the individual’s wishes, gives them 
control over the algorithmic outputs that later steer and impact their behaviors, 
actions, and practices. This control also means having not only power to delete, 
change, restrict, refuse, and repair but also power over algorithmic systems. 

This power over exhibits itself as self-directedness and is apparent in the re-
quest to be able to reverse an algorithmic decision, which captures the possi-
bility of disagreeing with the algorithmic output, rejecting it, and purposefully 
changing the outcome. In essence, it describes a request by participants to 
resist algorithmic governmentality and actively govern their own lives. 

As recognized earlier, these autonomous decisions in relation to both the 
individual data and the algorithmic outputs impacting them are foregrounded 
on two related elements: the ability to gain and form knowledge, which, in 
turn, is enabled by the ability to see (for themselves), to receive information. 
These abilities (Figure 2) are preconditions for the ability to act and to exer-
cise power over algorithmic systems, which engenders power over oneself to 
be digitally sovereign.

3.2 Reclaiming Power/Knowledge

As briefly discussed in reference to Foucault’s notion of power/knowledge, 
access to the knowledge held by digital platforms represents a counterpoint 
to algorithmic reasoning and data behaviorism. This flipping of the epistemic 
script can and is a productive and positive force, because accessing the knowl-
edge that particular algorithmic systems produce and hold about an individual 
can open up spaces for disagreement, refusal, and change.

As the analysis also demonstrates, this takes the form of both access to infor-
mation and the ability to understand or form knowledge, exceptionally import-
ant concepts because they should help individuals overcome epistemic im-
balances to some extent. Making visible the inner workings of systems opens 
them up for understanding and knowledge production. Although insufficient in 
itself for acting agentially – an idea to be elaborated further – the opportunity 
to understand, reflect, and decide based on that is fundamental. Knowledge 
precedes agency, and in our view, knowledge is only relevant if it generates, 
and if it is coupled with, the ability to act. To (re)gain agency, individuals must 
know and be able to understand how the algorithmic systems governing them 
work. Knowing and understanding, but not being able to disagree, oppose, 
correct, change, or in any way interact and impose some autonomy over the 
system strips individuals of their agentic power over these systems.
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However, knowledge cannot be formed if no information is provided. For this 
reason, the primary request is the ability to see, which captures the ability to 
access, to be presented with, and to receive information (Figure 3). Concrete-
ly, this refers to seeing for oneself how one is positioned within the broad 
datafication and algorithmic systems, including the actors in the datafication 
network that provide, receive, and use the data collected (e.g., data brokers 
and advertisers). The analysis of the requests makes it apparent that this is a 
baseline requirement that should be introduced at an interface level.

Figure 4: Requests According to Frequency and Principles 

Requests relating to information access can be classified into two categories: 
data provenance & cycle transparency and information structuring & access. 

Data provenance and cycle transparency mostly concern information concern-
ing data origin and usage: with whom data is shared, what is considered data, 
what/who is the source of the data, what data is collected, and how and where 
is it stored. This information pertains to the data ecosystem, which includes 
third parties with access to or who share data, data sources, identification of 
data collectors and data processors (including inference sources), and informa-
tion about when something becomes data.
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Information structuring and access concern requests to make information 
either or both more visible and more understandable. These requests pertain 
to better information structuring, making information simpler and easier to 
understand, presenting information clearly, and making it easily accessible via 
the interface. For example, numerous respondents also demanded more acces-
sible policies written in simpler language. The struggle to navigate the process 
of accessing their data, as reported by our participants, could be remedied by 
interface solutions (e.g., more user-friendly interfaces and navigation maps) 
and by making tools discoverable. 

However, in and of itself, information is not enough. Providing all the informa-
tion that users require does not necessarily engender agency: Even if informa-
tion asymmetry is corrected, knowledge and power imbalances are not. This is 
because the ability to make sense of these data and that information continues 
to be contained within the platforms themselves. Users have been stripped of 
the possibility of understanding by being deprived of the key elements required 
to know how to read the data that they have been provided with.

As such, the second major request relates to the ability to understand / knowl-
edge. This is an ability for sense-making and understanding. If access to 
information constitutes the baseline for making things visible and known, this 
request concerns making things knowable and having opportunities and tools 
to understand and comprehend. Several participants made apparent that they 
want to be able to understand the algorithmic process in its entirety, which 
includes how it affects them, their behavior, their personhood, and their future.

Put simply, often the data provided to individuals based on their SAR or 
through transparency tools are raw data. This is information – data is being 
provided. However, such data can be presented either in “legalese,” that is, us-
ing difficult legal terms, or in a format unfamiliar to a layperson (e.g., JSON) 
with no further explanation. This points to knowability – providing informa-
tion and explanations in a way that enables sense-making and understanding. 

According to our analysis, when it comes to knowability, the most prevalent 
request is for knowledge concerning how automated decisions are made (men-
tioned by 68 % of participants). This ranges from broader questions about the 
algorithm’s design to more concrete questions about why users are presented 
with certain content in their feed or what particular data points produce certain 
inferences. How inferences about them are made seems particularly important 
– knowledge is required regarding what user actions lead to what inferences
and how categorizations are made and by whom.



ALGORITHMIC GOVERNMENTALITY, DIGITAL SOVEREIGNTY, AND AGENCY AFFORDANCES \ 1803

There are, however, also requests about making this inquiry easy to under-
stand. According to our participants, this could be achieved using educational 
material. Such material might be introduced at various stages of platform use 
and might take forms ranging from tutorials and walkthroughs to tick boxes 
and special training content, including videos. 

3.3 Agency Affordances as Tools for Counter-Conduct

This section contemplates translating these requirements and securing actual-
ization of control, autonomy, authenticity, and sovereignty in relation to algo-
rithmic systems. We build on the notion of affordances to propose the notion 
of agency affordances, which we define as functions programmed at an infra-
structure level that should allow and encourage the actualization of agency via 
the introduction of features and elements that are made visible and promoted 
at an interface level. This should couple the possibilities for action with the 
ability to act. In doing so, agency affordances should enable self-directedness, 
self-reflection, and self-governance. However, the existence of affordances 
and the possibilities of particular actions do not guarantee that an action is 
executed. Affordances are complex, dependent on a multitude of factors. The 
implementation of agency affordances requires introducing functions and fea-
tures at the level of technological artifact as well as supporting dynamics and 
conditions that transcend the technical. The later should be requested, enabled, 
and encouraged via societal (infra)structures, such as regulations, institutions, 
and organizations.

The following section briefly outlines the most important aspects of affor-
dances in general. Subsequently, we discuss how they should be implemented 
based on the requirements of our participants and our analysis. Finally, we 
provide examples of agency affordances. 

While we acknowledge the complexity of the task of defining the concept of 
affordances, we also outline characteristics essential for the concept of agency 
affordances. Agency affordances are non-determining, relational, dynamic, 
context-dependent, situated, and arrive in gradations and variability. Affor-
dances refer to “the range of functions and constraints that an object provides 
for, and places upon, structurally situated subjects” (Davis & Chouinard, 
2017, p.1). However, affordances do not determine the “possibilities for agen-
tic action in relation to a subject” (Hutchby, 2001, p. 444). Instead, they exist 
in an in-between space where the possibilities for action might or might not 
materialize, a space dependent on both the context and the circumstances of 
the individual. As such, the presence of affordances does not, by default, result 
in certain behaviors but merely indicates that they “contribute to the (recog-
nizable) possibility of that activity” (Neff & Nagy, 2015, p. 3).
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Affordances relate intrinsically to agency, but this does not necessarily mean 
that they allow for agency to be actualized by default. Affordances not only 
encourage but also limit, discourage, and completely refuse particular lines of 
action by significantly shaping what is possible and doable. For example, as 
the empirical results revealed, platform algorithms limit the abilities to control 
the collection of data while allowing access to the data the platform holds. 
This means that technological artifacts also shape human agency and the abil-
ity of individuals to act and determine the conditions and the ways in which 
agency emerges, when and how, and for whom (and whom not). For example, 
the ability to read and understand JSON files will disproportionately affect 
individuals that do not know how to open or read the format.

Several authors have emphasized the need to shift the focus from what affor-
dances afford to how they afford, for whom and under what circumstances 
(Davis, 2020), including when agency is mobilized and on whose behalf (i.e., 
individuals or algorithms) (Bucher, 2018). As already discussed, “pseudo” or 
“passive” agency is often already afforded to individuals by the platforms, but 
this is not an active, meaningful, or productive kind of agency. It is an agency 
that is somewhat allowed (Davis, 2020), with individuals nudged in a particu-
lar direction without a real ability to know, inspect, learn, and act independent-
ly and autonomously in a self-determining and sovereign manner.

This somewhat-allowed agency is possible and actualized to varying degrees 
and at different gradations. As both Davis (2020) and Evans et al. (2017) rec-
ognize, by working in gradations, affordances allow certain lines of action to 
some and discourage the very same lines of action for others. In such instanc-
es, the action is available “but not readily so” (Davis, 2020, p. 114). Some 
individuals must overcome obstacles, and the action requires extra effort or 
technical savviness, assuming that the individuals have the material (e.g., 
tools) and immaterial (i.e., knowledge and skills) resources and abilities to 
begin with. This renders these actions “effortful and deliberate” (Davis, 2020, 
p. 122), something that our study results also reveal. More tech-savvy partic-
ipants could more easily navigate technical constraints. Those who were not
often asked us, the researchers, for guidance and assistance.

Because platform algorithms are part of socio-technical assemblages, they are 
always embedded in the momentary enactments, positionings, and reposition-
ings of social and technical elements in relation to each other (Dahlman et al., 
2021). This implies that we must also account for the inevitable entanglement 
of actors, elements, and (infra)structures, which captures laws, regulations, 
institutions, societal contexts, and the particularities of individuals and their 
situatedness within systems. This is also important for discussing how agency 
affordances should be enabled and how their actualization should be supported. 
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Enabling Agency at an Artifact Level
The complex issue with affordances and the difficulty of their embedment in 
technological artifacts is that they are not properties of the artifact itself and nor 
are they a feature. They are relational, meaning that they exist as a possible out-
come and emerge from the interactions of users with the object (Evans, 2017). 
Affordances can be enabled by introducing particular features and enabling cer-
tain conditions to allow for and encourage the actualization of the individual’s 
agency in interactions with the given algorithmic system. By working together, 
these features and conditions should enable varying degrees of agential actions 
and the actualization of different and multiple outcomes. These outcomes will 
always arrive in gradations that depend on the willingness of individuals to 
know and understand, on their cognitive capacities, on time constraints and 
circumstances, and on technical and societal barriers. However, the aim is to 
design these features and conditions to ensure that such constraints are miti-
gated, producing equal opportunities to achieve the same level of agency. The 
following section discusses the ways that this could be achieved.

First, the affordance of discoverability allows individuals to locate features 
that enable them to act agentially. Not a feature in itself, discoverability 
emerges from various elements and features that can be embedded in the 
artifact’s design, including tabs, buttons, pop-ups, and occasional reminders. 
Some of the remarks and requirements of our respondents revolved around 
the ability to locate such features. They often asked for accessible options 
and tools, such as easy-to-toggle on-off settings and preferences, buttons, and 
widgets. To make something discoverable involves also making it perceiv-
able. For our participants, that would mean making the features, tools, and 
mechanisms that enable agency easy to identify or “visible.” For example, it 
would be possible to construct a distinct and clearly visible tab on the home 
screen for individuals to access all of their data (instead of hiding access in the 
settings area). This will also make the process less labor-intensive. Even if not 
every individual used the feature, its availability would be known and percep-
tible. Making something perceptible and recognizable is a necessary condition 
for action and agency (Davis & Chouinard, 2017, p. 5). Knowing about a 
feature’s availability – which includes what it is, how it can be used, and what 
it can be used for – is crucial for being able to actualize affordances. If an indi-
vidual is unaware of an artifact’s possibilities, “the artifact refuses the lines of 
action that the feature enables” (Davis & Chouinard, 2017, p. 5).
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As such, these elements, features, and functions affording agential actions 
should also all be accessible for everyone. They should enable various out-
comes, to various degrees, for a variety of individuals depending on their 
context, circumstances, abilities, and needs. For example, our participants 
requested privacy policies, terms of service, and settings written in clear, 
understandable language and adjusted to their individual needs and specific 
cognitive capacities. Accessibility of information and knowledge could also 
mean providing information in different formats (e.g., JSON for some, Excel 
for others) or introducing educational videos, visualizations, tutorials, and 
educational pop-ups. 

The introduction of friction through various functions and features could also 
enable more agential behavior. By consciously interrupting behavior and intro-
ducing laborious decisions (Lorusso, 2021), friction can encourage and facil-
itate awareness of what is happening “in the background.” Coupling this with 
the introduction of “stop and think” points should encourage more thoughtful 
and agential interaction. In this sense, establishing the system as seamful and 
opening it up to render its elements, workings, and outputs visible and appar-
ent (Schraefel et al., 2020; Couldry & Mejias, 2019; Veale & Delacroix, 2020) 
produces opportunities to understand algorithmic processes.

However, none of this will matter if these affordances do not allow for exe-
cutability or actionability. It is crucial to make agency actionable and imple-
mentable. For example, although users can see how they have been profiled, 
the current systems offer no way for them to disagree, reject, refuse, or repair 
these inferences. Elsewhere, although the opportunity exists for a user to file 
an SAR, the process itself is laborious, opaque, and (for many) incomprehen-
sible, effectively discouraging individuals from exercising their rights and, by 
extension, agency.

These represent just a handful of illustrative examples – our aim is not to 
prescribe formulas. Programming and introducing agency affordances require 
various actors, processes, infrastructures, and institutions to come together at 
various levels, both before and after the development and employment of AI 
systems. Each system will be different, each context will be specific, and each 
actualization will have its own characteristics. Making agency affordances 
operational will require thoughtful development and planning, at the level of 
both infrastructure and interface as well as beyond the technical and towards 
the institutional and societal levels.
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Agency Affordances Beyond Interface and Infrastructure
If enabling agency affordances is the most important step, we must transcend 
the technological to make agency possible and doable. Being relational and ro-
bust, agency and affordances are part of correspond to a larger socio-technical 
assemblage of actors, artifacts, institutions, and dynamics. Here, we focus on 
what we think are the most important factors. First, private and public enti-
ties and institutions should enable and encourage the development of skills, 
knowledge, and literacy. Second, regulatory bodies and institutions should es-
tablish institutional norms for enabling agency affordances. Third, individuals 
should be willing – and equipped with the necessary skills – to actualize agen-
cy affordances. This will require the coming together of many actors, and only 
through cooperative responsibility (Helberger et al., 2018) can an empowering 
dynamic between algorithmic systems and individuals be ensured. 

Regarding the ability of individuals to actualize agency affordances, we are 
building further on the conditions for affordances framework (Davis, 2020), 
which identifies dexterity as a condition. For Davis (2020), dexterity describes 
“the capacity of the subject to enact the functions of an object” (p. 144). Dex-
terity includes the capacity to deploy a feature (Davis & Chouinard, 2017, p. 
5) but also transcends simple capacities. Capacities can be physical or cogni-
tive (David, 2020). Physical capacities imply that an individual must be phys-
ically in a position and able to manipulate an artifact. This means that we need
two actors and elements: the individual’s ability and the material presence or
visibility of the feature making known that it can be utilized. The cognitive
ability to harness the mechanics of an affordance and to know what a certain
feature implies and what its effects are requires knowledge, the ability to put
that knowledge to use, and (often) a particular skill set. This all transcends
what is offered by the artifact and concerns the wider social context. As our re-
sults demonstrate, the ability to know is one of the three main requirements for
agency. This knowledge should arrive from at least two sides: the platforms
themselves and the broader societal environment. The platforms could enable
knowledge acquisition via, for example, tutorials, guidelines, educational vid-
eos, and explanatory tools. The broader societal structures could establish the
foundation for knowledge through digital literacy initiatives that focus on data
and algorithmic literacy and emphasize the significance of agency when inter-
acting with algorithmic systems (see, e.g., data infrastructure literacy; cf. Gray
et al., 2018). Such initiatives do not exempt platforms from doing their part.

Regulation should also help program and make agency affordances operation-
al “on the ground.” We contend that only if the enabling of agency affordances 
is made mandatory can we move beyond the “good will” of companies and 
platforms. Cultural and institutional legitimacy plays a role in the actualization 
of agency affordances (Davis, 2020; Davis & Chouinard, 2017). This means 
that the existence of not only particular laws and regulations but also norms 
and values inform and guide human-technology relations. Instituting agen-
cy affordances as mandatory via regulations will not only impose agency by 
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default and design.” It will also contribute to fostering skill development (e.g., 
through mandatory educational materials provided by platforms). In principle, 
this could ensure equity for every individual, no matter their position within 
the larger socio-technical system (e.g., less data-literate individuals will be 
equally as protected as highly data-literate individuals). 

4 Conclusion

Being governed by algorithmic devices through a specific mode of algorithmic 
governmentality significantly impacts the online and offline lives of individ-
uals. By aiming at eradicating uncertainty, containing and limiting virtuality, 
and structuring fields of possible actions of individuals by building probabi-
listic knowledge, algorithmic governmentality represents a complex form of 
power over or control of individuals and populations. However, this article 
aims to demonstrate that “another future” is both demanded and possible. Our 
empirical research allows us to position the notion of digital sovereignty as an 
antidote to algorithmic governmentality. Capturing elements of agency, control, 
autonomy, authority, self-reflection, and self-determination, digital sovereignty 
implies self-directedness as well as the ability to realize and perform one’s own 
subjectivity and identity. Additionally, enabling and encouraging digital sover-
eignty allows for fundamental disagreement, questioning, refusal, and repair. 

We introduced agency affordances via tools that should enable the expansion 
of the space and the fields of (counter-)actions of individuals in relation to 
algorithmic systems. Understood as “a form of power” (Neff & Nagy, 2015, 
p. 4), agency affordances matter. What is being afforded, how, and to whom
reveals not only power imbalances but also the power to define how artifacts
can be used and to whose benefit. Analyzing affordances reveals the underly-
ing politics and norms programmed and enacted and how they reinforce power
structures and imbalances.

Although we conceptualized and provided several illustrative examples of what 
these agency affordances entail, their implementation would ultimately require 
collaboration between various actors at different levels, from technology design 
to regulation. With this article, we hope to have offered different perspectives 
on individual agency and possible paths toward digital sovereignty.
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